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Task 1-1 Bayesian inference for the normal distribution

(a) You are givenN independent observations of a normal distribution with known mean µ and but unknown
variance. Derive the posterior distribution of the precision τ = 1/σ2 under a gamma distribution after N
observations.

The gamma distribution is specified as

Gamma(τ | α, β) =
βα

Γ(α)
τα−1e−βτ ,

where Γ(a) is the gamma function of a.

(b) You are given N independent observations of a normal distribution with unknown mean and variance.
The joint prior distribution p(µ, τ) over mean µ and precision τ where the marginal distribution over the
precision is a gamma distribution as above and the conditional distribution of the mean µ conditioned
on the precision τ is a normal distribution as specified below. Derive the joint posterior distribution
p(µ, τ | D).

Joint normal-gamma prior distribution over µ and τ :

p(µ, τ) = N
(
µ |m0 , s

2
0/τ
)︸ ︷︷ ︸

p(µ|τ)

·Gamma(τ | α, β)︸ ︷︷ ︸
p(τ)

Task 1-2 Bayesian inference for the binomial distribution

A coin is flipped N times and yielded k times heads. The conjugate prior for the probability of success θ in a
binomial distribution B(k | N, θ), where N is the number of trials and k is the number of successes, is the beta
distribution.

Derive the posterior distribution of the probability of success θ.

Binomial(k | N, θ) =

(
N
k

)
θk (1− θ)N−k .

Beta(θ | α, β) =
θα−1(1− θ)β−1

B(α, β)
,

where B(a, b) denotes the Beta function of a and b.
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